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AGENDA

 CONVEGNO ON LINE 1: Martedì 10 Ottobre, ore 15.00 – 17.00

 Introduzione ai sistema informativi, Introduzione alle applicazioni data-driven: dalle basi di dati ai dati di addestramento 
per l’AI, Elementi di Data Management: dai modelli relazionali alle basi di conoscenza.

 CONVEGNO ON LINE 2: Martedì 17 Ottobre, ore 15.00 – 17.00

 Introduzione all’Intelligenza Artificiale: tra rappresentazione della conoscenza, ragionamento e apprendimento 
automatico

 CONVEGNO ON LINE 3: Martedì 31 Ottobre, ore 15.00 – 18.00

 Intelligenza nel trattamento dei dati strutturati e semi-strutturati: il Machine Learning

 CONVEGNO ON LINE 4: Venerdì 10 Novembre, ore 15.00 – 18.00

 AI Generativa e Large Scale Language Models



OVERVIEW

 Le Reti Neurali: dai percettroni ai Transfomers

 I Multilayer Perceptron

 Le reti Convoluzionali e le immagini. 

 Reti Ricorrenti

 Applicazioni avanzate ai dati non strutturati

 ImageNet: Image Processing, Classification, Automated Captioning

 Visual Question Answering, Multimodality

 Reti attenzionali, trasformers e autoregressive autoencoders

 Modelli Generativi: la famiglia GPT, e chatGPT



RETI NEURALI (RECAP)
PERCETTRONI E MULTILAYER PERCEPTRONS



RETI NEURALI
LE RETI CONVOLUZIONALI E LE IMMAGINI



APPLICAZIONI DELLE RETI NEURALI
IMMAGINI: OBJECT DETECTION, ENCODING, MAP COLOURING



OBJECT DETECTIONWITH CNNS



IMAGE CAPTIONING:  ADVANCED ARCHITECTURES

 Image to captions 

 Convolutional Neural Network to learn a representation of the image

 (Bi-directional) Recurrent Neural Network to generate a caption describing the image

 its input is the representation computed from the CNN

 its output is a sequence of words, i.e. the caption



THE ARCHITECTURE



ATTENTION: A BRODGE BETWEEN VISION AND LANGUAGE



INTEGRATED VISION AND LANGUAGE PROCESSING: 
IMAGE CAPTIONING AND ATTENTION



ESEMPI



NEURAL ENCODING-DECODING FOR DALL-E



BANKING: ABILABERT IN DECODE

 5 banche coordinate da ABILAB

 Una Process Taxonomy condivisa e differenti Basi di Dati Documentali

 Automatic Text-driven Process Mapping basato su reti neurali Trasformers



DIAGNOSI MALATTIE PEDIATRICHE: UN WORKFLOW ORIENTATO AL ML

da Liang H, et al. “Evaluation and accurate diagnoses of pediatric 
diseases using artificial intelligence”, Nature Medicine, 2019

Dati di 
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Sintomi e 
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PACS
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Metadatazione
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Feature 
Engineering

Evidence-based 
Diagnosis



MEDICAL INFORMATION EXTRAC TION

INPUT:   ‘’Si   osserva una lesione nel lobo superiore sinistro del polmone del paziente ….. ‘’ 



EVIDENCE BASED DIAGNOSIS: RISULTATI (11,926 PAZIENTI)



Possibili rischi
Alcuni gruppi sociali (gli afroamericani) 
hanno maggiori probabilità di essere 
erroneamente etichettati come a rischio più 
elevato rispetto agli altri (i caucasici).
Eticamente ingiusto. 
Obbiettivo: ottenere un sistema equo tra 
gruppi sociali diversi.

Caratteristiche Contiene 7.214 istanze. 
Ogni imputato è descritto da 52 attributi 
(31 categorici, 6 binari, 14 numerici e un 
attributo nullo)

Task L’obiettivo è prevedere se un 
individuo viene nuovamente arrestato 
entro due anni dal primo arresto

https://github.com/propublica/compas-analysis

COMPAS: PROFILING

 COMPAS dataset (Correctional Offender Management 
Profiling for Alternative Sanctions) 

 raccoglie dati nell’ambito della giustizia penale utilizzati 
per prevedere il rischio di recidiva di un imputato. 

 pubblicato da ProPublica nel 2016 sulla base dei dati 
raccolti dalla contea di Broward.



DATA-DRIVEN APPLICATIONS: 
ML, SEARCH & CONTENT ANALYTICS

• Intelligent Business Analysis
• CyberSecurity
• Mental Health Monitoring
• Enterprise Ontology Management 
• Design and Maintenance of conceptual catalogs
• Process Mapping
• …

Knowledge

•Intelligent QueryProcessing
•Entity Recognition and Linking
•Event/Activity Recognition
•Document Classification
•Language Processing

Information Extraction

•Narrative and Legal Texts
•Legacy Models
•Social Media
•Open Web sources

Data

Data Gathering

IE/ Analysis / Distillation

Organizzazione Concettuale
& Aggregazione

Enterprise Content Analytics



RETI NEURALI AVANZATE: 
ATTENZIONE E TRANSFORMERS
METODI E ARCHITETTURE



…

…

ENCODER-DECODER DEEP 
ARCHITECTURES

 Given enough data, a deep encoder-decoder architecture (see below) can yield 
results that compete with hand-engineered translation systems.

 The connectivity structure means that partial computations in the model can flow 
through the graph in a wave (darker nodes in fig.)

Slides for Chapter 10, Deep learning, from the Weka book, Data 
Mining by I. H. Witten, E. Frank, M. A. Hall, and C. J. Pal



ATTENTION-BASED RNNS

 A NN (e.g. B) is used to attend the outcome of a second network A, e.g. (Vaswani et al., 2017)



ATTENTION FUNCTIONS

Zhang et al, 2021



ATTENTION IN SEQ2SEQ MODELS 



SELF-ATTENTION







ATTENTION: MULTIHEAD



ATTENTION-BASED RNNS



ATTENTION MECHANISMS IN MACHINE TRANSLATION



ATTENTION & ENCONDING

 In a decoding process (e.g. machine translation) there are three kinds of dependencies for neural architectures

 Dependencies can establish between

1. the input and output tokens

2. the input tokens themselves

3. the output tokens themselves

 Examples:

 Machine Translation

 QA where the query the answer paragraph is the input and the matched answer is the output



ATTENTION IN MACHINE TRANSLATION



ATTENTION AND ANAPHORA



BERT & NLP



BERT & NLP (2)

 How to train (i.e. optimize) the encoding?

 General and complex tasks defined in (Devlin et al., 2018) are

 Masked Language Modeling (15%)

 Inpired by Distributional Hypothesis

 Can be Simulated and does not require any labeling

 Next Sentence Prediction 

 Inspired by Textual Inference tasks (e.g. Textual Entailment)

 Can be Simulated and does not require any labeling

 Source Representations

 Words? And why not subword? (in the BERT jargon) Word Pieces!!

 Useful to deal with out-of-vocabulary phenomena



BERT (DEVLIN ET AL. ’18)

Pretraining on two unsupervised prediction tasks:

 Masked Language Model: given a sentence s with missing words, reconstruct s

 Example: Amazon <MASK> amazing Amazon is amazing

 In BERT the language modeling is deeply Bidirectional, while in ELMo the forward and backward LMs were two 
independent branches of the NN

 Next Sentence Prediction: given two sentences s1 and s2, the task is to understand whether s2 is 
the actual sentence that follows s1

 50% of the training data are positive examples: s1 and s2 are actually consecutive sentences

 50% of the training data are negative examples: s1 and s2 are randomly chosen from the corpus



BERT (DEVLIN ET AL. ’18): TASKS

BERT for single sentence classification (Sentiment analysis, Intent Classification, etc.)



BERT (DEVLIN ET AL. ’18)

BERT for Sequence Tagging Tasks (e.g., POS tagging, Named Entity Recognition, etc.)



BERT (DEVLIN ET AL. ’18)

BERT for sentence pairs classification (Paraphrase Identification, answer selection in QA, Recognizing Textual Entailment)

Answer selection in QA: Decide if Q contains an answer to A:
A:“What is the Capital of Italy?”
Q:”Rome, as the capital of Italy, …..”

RTE: Given P decide if H is true (or not)
P: “Roma is the Capital of Italy.”
H:”Rome is in Italy.”

RTE: Given S1 and S2 decide if they are paraphrases (or not)
S:1 “Roma is the Capital of Italy.”
S2:”Italy has Rome as its own Capital town.”



BERT (DEVLIN ET AL. ’18)

BERT for Answer Span Selection in Question Answering

Answer Span Selection in QA: 
Decide which part of Q corresponds to the answer to A:

A:“What is the Capital of Italy?”
Q:”<Start>Rome<End>, as the capital of Italy, …..”



A QA EXAMPLE ON SQUAD

 Cross-lingual Question Answering



BERT PRETRAINING: 
INPUT REPRESENTATIONS

INPUT

WordPieces
Embeddings

Sentence
Embeddings

Position
Embeddings

All these embeddings are 
learned during the 
(pre)training process

MASK

EMASK

In pre-training 15% of the input tokens are 
masked for the masked LM task



RETI NEURALI AVANZATE: 
DALL’AUTOENCODING ALLA IA GENERATIVA
METODI E ARCHITETTURE



RNNs
1986

Williams, Ronald J.; Hinton, Geoffrey E.; Rumelhart, David E. (October 1986). 

RECAP: Machine learning paradigms underlying ChatGPT



RNNs
1986

Bidirectional
RNNs
1997

Bidirectional
RNNs
1997

Schuster, Mike, and Kuldip K. Paliwal. 1997

Machine learning paradigms underlying ChatGPT



Encoder-Decoder 
RNNs
2014

RNNs
1986

Bidirectional
RNNs
1997

I. Sutskever, O. Vinyals, & Q.V. Le, 2014

Machine learning paradigms underlying ChatGPT



Multihead

Transformers
2017

Attention
Mechanism

Stacking

Encoder-Decoder 
RNNs
2014

RNNs
1986

Bidirectional
RNNs
1997

Machine learning paradigms underlying ChatGPT



FROM ATTENTION TO TRANSFOMERS



BERT
2018

Transformers
2017

Encoder-Decoder 
RNNs
2014

RNNs
1986

Bidirectional
RNNs
1997

Machine learning paradigms underlying ChatGPT





THE ROLE OF TRASFORMERS

 First setting

 ℎ(𝐴, 𝐵) = 𝑡𝑟𝑢𝑒 iff  {∆, 𝐴}  ⊩ 𝐵

 Input given by 2 sentences

 BERT used as the encoder

 A stacked classifier is trained on labeled pairs

 Type of Inference:

 PARAPHRASING

 TEXTUAL ENTAILMENT



THE ROLE OF TRASFORMERS (2)

 Second setting

 ℎ(𝐴 → 𝐵) = 𝑡𝑟𝑢𝑒 iff  {∆, 𝐴}  ⊩ 𝐵

 Input given 1 sentence expressing the task over 𝐴 and 𝐵

 BERT used as the encoder

 A stacked classifier is trained on labeled pairs

 Example (PARAPHRASING):

 «The sentence 𝐵 has the same meaning of sentence 𝐴»

 «Sentence 𝐴 means the same as 𝐵»



THE ROLE OF TRASFORMERS (3)

 Second setting

 ℎ(𝐴 → 𝐵) = 𝑡𝑟𝑢𝑒 iff  {∆, 𝐴}  ⊩ 𝐵

 Input given 1 sentence expressing the task over 𝐴 and 𝐵

 BERT used as the encoder

 A stacked classifier is trained on labeled pairs

 Example (TEXTUAL ENTAILMENT):

 «The sentence 𝐵 is implied by sentence 𝐴»

 «Sentence 𝐴 guarantees the truth of 𝐵»



NEURAL ENTAILMENT: APPLICATIONS

 The setting

ℎ(𝐴 → 𝐵) = 𝑡𝑟𝑢𝑒 iff  {∆, 𝐴}  ⊩ 𝐵

 correspond to sentences that depend on complex interactions between 𝐴

and 𝐵 mapped into an individual sentences

 BERT is always used as the encoder

 The stacked classifier is an automatic entailment recognition tool

 It can be preserved for future TEXTUAL ENTAILMENT tasks, e.g., :

 Topical Classification

 «The sentence 𝐵 is classified by label 𝐴»

 «Label 𝐴 corresponds to the topic of 𝐵»

 Sentiment Analysis:

 «𝐴 implies the sentiment label 𝐵»

 «𝐴 expresses sentiment 𝐵»
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Machine learning paradigms underlying ChatGPT



GPT-2: DECODER ONLY ARCHITECTURES (RADFORD ET AL., 2019)

 “We demonstrate that language models begin to learn these tasks without any explicit supervision 
when trained on a new dataset of millions of webpages called WebText”

 GPT-2 is a large transformer-based language model with 1.5 billion parameters, trained on a dataset of 8 million web 
pages. 

 GPT-2 is trained with a simple objective: predict the next word, given all of the previous words within some text. 

 The diversity of the dataset causes this simple goal to contain naturally occurring demonstrations of many tasks 
across diverse domains. 

 GPT-2 is a direct scale-up of GPT, with more than 10X the parameters and trained on more than 10X the amount of 
data



 Multitask QA Networks (MQAN ) (McCann et al, 2018)

 Our speculation is that a language model with sufficient capacity will begin to learn to infer and perform the tasks 
demonstrated in natural language sequences in order to better predict them, regardless of their method of 
procurement. If a language model is able to do this it will be, in effect, performing unsupervised multitask learning.

GPT-2: SOURCES OF INSIPIRATION



GPT-2: ARCHITECTURE (2)

 From (Radford et al., 2017, GPT paper)



GPT-2: RESULTS

 The LAMBADA dataset (Paperno et al., 2016) 

 It tests the ability of systems to model long-range dependencies in text. 

 The task is to predict the final word of sentences which require at least 50 tokens of context for a 
human to successfully predict. 



GPT-2: RESULTS ON LAMBADA
 The LAMBADA dataset (Paperno et al., 2016) 

 It tests the ability of systems to model long-range dependencies in text. 

 The task is to predict the final word of sentences which require at least 50 tokens of context for a human to successfully predict. 

 GPT-2 improves the state of the art from 99.8 (Grave et al., 2016) to 8.6 perplexity and increases the accuracy of LMs on 
this test from 19% (Dehghani et al., 2018) to 52.66%. Adding a stop-word filter as an approximation to this further 
increases accuracy to 63.24%.

 Investigating GPT-2’s errors showed most predictions are valid continuations of the sentence, but are not valid final 
words



BART (LEWIS ET AL., 2019) - FACEBOOK

 Enconding decoding architecture based on Pretraining and fine        tuned towards different tasks such as: 
RTE, SA, …

 Two stages of PRETRAINING

 Text is first corrupted with an arbitrary noising function, 

 A sequence-to-sequence model is learned to reconstruct the original text.

 FINE TUNING: 
 MNLI (Williams et al., 2017), a bitext classification task to predict whether one sentence entails another. The fine-tuned model 

concatenates the two sentences with appended an EOS token, and passes them to both the BART encoder and decoder. In contrast to 
BERT, the representation of the EOS token is used to classify the sentences relations. 

 ELI5 (Fan et al., 2019), a long-form abstractive question answering dataset. Models generate answers conditioned on the concatenation 
of a question and supporting documents.



APPLYING BART



Command: “Prendi il volume sul tavolo vicino la 
finestra"

MD: b1, conosciuto anche come libro o volume, 

è un’istanza della classe BOOK, t1, conosciuto
anche come tavolo o scrivania, è un’istanza
della classe TABLE # b1 è vicino t1

Input: Command + MD

Output: 
TAKING(Theme(b1))

GrUT-IT

Linguistic 
Extraction

Entities
Retrieval

GRUT: THE OVERALL FLOW

Hromei et al, 2022, "Embedding Contextual Information in Seq2seq Models for Grounded 
Semantic Role Labeling"



Model
Learning

Rate FP
AIC-

Exact 
Match

AIC-Head 
Match

LU4R - 95.32% 77.67% 86.35%

GrUT-IT 5⋅10-5 96.86% 82.30% 85.19%

FP = Frame Prediction
AIC = Argument Identification and 
Classification
EM = Exact Match
HM = Head Match

Results here are reported as F1 values on 10-fold cross-validation 
schema with 80/10/10 data split.

Performance for LU4R is reported in italic as it is not entirely 
comparable with.

LU4R: TAKING(Theme(“libro”))
GrUT-IT: TAKING(Theme(b1))

EXPERIMENTAL EVALUATION
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GPT3: NOVELTY

 «Language Models are Few-Shot Learners” (Brown et al., 2020)





GPT-3: SIZE

 Here nparams is the total number of trainable parameters, nlayers is the total number of layers, dmodel is the number 
of units in each bottleneck layer (we always have the feedforward layer four times the size of the bottleneck 
layer, dff=4xdmodel), and dhead is the dimension of each attention head. 

 All models use a context window of nctx = 2048 tokens



ChatGPT
2022

Machine learning paradigms underlying ChatGPT
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LIMITATIONS OF GPT-3

 Large language models often express unintended behaviors such as making up facts, generating biased or toxic text, 
or simply not following user instructions. This is because the language modeling objective is misaligned.

 The idea: aligning language models by training them to act in accordance with the user’s intention (Leike et al., 
2018). 

 explicit intentions such as following instructions 

 implicit intentions such as staying truthful, and not being biased, toxic, or otherwise harmful.

 Overall Objective: language models should be helpful (they should help the user solve their task), honest (they 
shouldn’t fabricate information or mislead the user), and harmless (they should not cause physical, psychological, or 
social harm to people or the environment).



INSTRUCTGPT

 Step 1: Collect demonstration data, and train a supervised policy. Labelers provide demonstrations of the desired 
behavior on the input prompt distribution. Then, fine-tuning of a pretrained GPT-3 model on this data using 
supervised learning is carried out.

 Step 2: Collect comparison data, and train a reward model. A dataset of comparisons between model outputs is 
collected: labelers indicate which output they prefer for a given input. A reward model to predict the human-
preferred output is then trained.

 Step 3: Optimize a policy against the reward model using PPO. We use the output of the RM as a scalar reward. 
We fine-tune the supervised policy to optimize this reward using the proximal policy optimization (PPO) 
algorithm (Schulman et al., 2017).



At the heart of ChatGPT (from BART to ChatGPT) 

Fine tune text-davinci-003
to get InstructGPT

human

human InstructGPT

The Environment

ChatGPT Training-
steps

BART Training-steps

from Ouyang, L., Wu, J., Jiang, et al. (2022). Training language models to follow instructions with human feedback



FOUNDATIONAL
MODELS



NEURAL WRITING



CHAT GPT4



TRENDS …
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